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Abstract Collecting crowdsourced multidimensional data
has numerous real-world applications in crowd sensing sys-
tems, while estimating frequency distribution among dimen-
sion values, is the most important underlying requirement.
However, values from users usually involve personal infor-
mation, and hence the data collection inevitably raises priva-
cy concerns. Local differential privacy (LDP) has been es-
tablished as a strong privacy standard for safety data collec-
tion. Existing works for LDP-compliant frequency distribu-
tion estimation focus on improving result utility by optimiz-
ing the traditional absolute error metric, in which the noise
scale injected into frequencies is independent of the true val-
ues. That makes the frequencies with smaller values domi-
nated by noise and leads to inferior data utility. Considering
that different frequencies have different abilities of resisting
noise, we employ the relative error metric as the optimization
goal and propose a novel LDP-compliant iterative framework
iterUA to gradually refine the estimation. Its core technique
is an adaptive user allocation approach, which allocates more
users to the dimensions with smaller frequencies, so as to re-
duce the scale of noise added. Experiments over real datasets
confirm the effectiveness of our methods.
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1 Introduction

Huge amounts of private and sensitive personal data in the
cyber world are being collected via terminal devices involved
in crowd sensing systems. The valuable data enables us to
model the product logistics, analyze the preference of sub-
scribers and improve the productivity of the healthcare in-
dustry workers. Such applications are very crucial and worth
billion dollars in the business. However, directly collecting
the true data from users will pose serious risks on personal
privacy. Therefore, developing effective approaches to col-
lect data with privacy guarantee becomes an urgent need in
the crowd sensing system [?,?,?]. A promising methodology
for collecting sensitive data without violating users’ privacy
is local differential privacy [?, ?, ?, ?], which has come to be
the de facto standard for individual privacy protection. In
the LDP setting, random noise is locally injected into the da-
ta values at each individual user and then only the perturbed
version is transmitted to the curator. Thus, users do not need
to rely on the trustworthiness of the curator. This desirable
feature of LDP has led to wide deployment in popular soft-
ware systems such as Apple iOS [?], macOS [?], Microsoft
Windows Insiders [?] and Google Chrome browser [?].

In this paper, we tackle the problem of estimating the fre-
quency distribution on the crowdsourced multidimensional
categorical data under LDP. For example, given two attributes
Sex and Race, the curator aims to collect data from users par-
ticipating in crowd sensing to derive the frequency distribu-
tion on Sex with value domain {Male, Female} and Race with



{White, Latino, African, Native Americans, Asian, others}.
A straightforward solution is to use the composition property
of differential privacy and apply existing LDP protocols tai-
lored for single-dimension to collect data for each dimension.
However, that incurs much more noise since dimensionality
can be large. Other pioneering works [?, ?, ?] evenly divide
users into disjoint groups among dimensions, so as to col-
lect a single dimension data from each group. This design
reduces the risk of posing privacy and hence noise added.
In fact, the noise scale on each frequency is proportional to

1
√

x , where x is the group size. As shown in Fig. ??(a), by
adding the same scale of noise into the frequencies on Sex and
Race, the frequency distribution estimation is ({55%, 45%}
and {53%, 13%, 18%, 10%, 1%, 6%}, where the red line
indicates the true distribution {51%, 49%} and {57%, 18%,
13%, 6%, 5%, 1%}. Clearly, the noisy estimation on Sex can
reflect the ground truth value more accurately, compared with
Race. The reason is the ground truth distribution on Sex is rel-
atively uniform which is more resilient to the noise compared
with the heavily skewed distribution on Race. In order to im-
prove the overall result utility on all dimensions, we would
like to add less noise to the distribution with smaller frequen-
cies, and vice versa. Fig. ??(b) shows such an example, i.e.,
{57%, 43%} on Sex and {54%, 21%, 10%, 8%, 3%, 3%} on
Race). Note that following the traditional metric mean abso-
lute error given in Def. ?? in Section ??, the two examples
shown in Fig. ?? have the same performance with 0.0425, al-
though Fig. ??(b) is actually better. The false positively high
error in Fig. ??(b) is because big noise added into dimen-
sions with high frequencies strikes a compromise with small
noise added into dimensions with low frequencies. Further,
the intrinsical reason of such a compromise is that the metric
uses the absolute difference between noisy and ground truth
values. We thereby adopt a more reasonable metric relative
error measuring the relative difference between two values to
clearly distinguish the two scenarios, which is given in De-
f. ?? in Section ??. Accordingly, in this paper, the goal of
LDP mechanism design, is to minimize the relative error of
frequency distribution estimation computed from the collect-
ed noisy data, while satisfying LDP.

Although the frequency estimation problem under LD-
P [?, ?, ?, ?] has attracted a lot of attention in recent years,
currently, to our knowledge, the existing works are all devot-
ed to optimizing the absolute error, rather than relative error.
Unlike the work for the former, the one targeting at the latter
should take the true frequency distribution into consider and
design true frequency distribution-sensitive data collection
protocol so that the skewed distribution, which involves s-
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Fig. 1 An example for illustrating the motivation

maller frequency in high probability, is with less noise. How-
ever, it is challenging to fulfill such a requirement, since
the true frequency distribution is private information and not
available. An intuitive method to crack this nut is that we
can leave the relative error behind and use the existing LDP
methods to derive a rough version of estimation of the true
frequency distribution based on a part of users. Following
that, the rough version is regarded as a priori knowledge to
guide the data collection strategy made with the relative error
optimization for the remaining users. Such a method usually
allocates a small part of users to derive the priori estimation
in order to leave more optimization space in the relative er-
ror optimization phase. However, since the result accuracy in
LDP is proportional to the number of users contributing data
for collection, a small number of users make the priori esti-
mation deviate the true one severely, and hence, optimization
in the following phase does not make sense.

Since collecting data from more users contributes to im-
proving the result accuracy under the LDP setting, the relative
error optimization for frequency estimation on multidimen-
sional data can be solved by assigning more users to dimen-
sions with skewed frequency distribution, and fewer users to
dimensions with uniform distribution. To make the user as-
signment adaptive to the true distribution, this paper proposes
iterUA, a novel iterative LDP framework to construct a user
allocation strategy between users and dimensions. Specifical-
ly, iterUA firstly costs a part of users to learn a rough version
of frequency distribution without relative error optimization
under LDP, in which users are allocated among dimensions.
And then it refines the rough version iteratively by using a
batch of users. In the process of iteration, based on the previ-
ous rough version, iterUA makes the user allocation strategy
with the goal of minimizing relative error and collects data
under the strategy to calibrate the noise in the rough version.
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In this way, the priori estimation is refined steadily, which
contributes to deriving the optimal allocation strategy for the
next iteration. Undoubtedly, the iterative refining operation
can significantly alleviate the negative impacts brought by
the inaccurate priori estimation in the first several iterations.
Besides, considering the output of each iteration is a com-
bined version of the noisy frequency estimation generated in
the current iteration and the ones from all previous iterations,
we optimize the user allocation strategy used iterUA with the
goal of minimizing the relative error of the combined version.

In summary, we make the following contributions in this
paper:

• We construct the relationship between user allocation
for dimensions and relative error of frequency distribu-
tion estimation under LDP, based on which we design
the user allocation strategy.

• We propose iterUA, the first LDP framework for the rel-
ative error optimization of frequency distribution esti-
mation on multidimensional data, which iteratively con-
structs user allocation strategy between users and di-
mensions. To guarantee LDP while reduce the relative
error, iterUA uses the frequency estimation generated
from the previous iteration steps to guide the user al-
location in the current step.

• Based on the iterative feature of iterUA, we optimize
the allocation strategy by considering the relative error
for the estimation accumulated from all performed itera-
tions, rather than the one only from the current iteration,
which further boosts the performance of iterUA.

• We conduct extensive experiments to evaluate the per-
formance of different approaches using real datasets.
The results validate the effectiveness of our proposals.

In the following, Section ?? reviews related work. Sec-
tion ?? provides the necessary background on LDP and prob-
lem definition. Section ?? describes our user allocation strat-
egy with relative error optimization. Section ?? elaborates
the LDP-compliant iterative framework for the frequency dis-
tribution estimation with reduced relative error. Section ??
contains an extensive set of experiments. Finally, Section ??
concludes this paper.

2 Related Work

Differential privacy [?, ?], as a rigorous privacy protection
model, has attracted a lot of attention, since it can provide
theoretical privacy guarantee against adversaries with arbi-

trary background information. Many representative efforts
under differential privacy have been devoted to publishing the
frequency distribution on the multidimensional data which is
one fundamental component involved in some complex anal-
ysis tasks. The existing works can be classified into two cat-
egories, one is under centralized differential privacy (CDP)
and the other is under local differential privacy (LDP). We
elaborate them and then distinguish our work from them as
follows.

Frequency distribution publication under CDP. Differ-
ent from the setting in LDP, CDP assumes that a data curator
collects unfettered data from all users and aims to publish a
noisy version of frequency distribution that preserves priva-
cy. A straightforward way [?, ?] to guarantee ε-CDP is to
add the noise following Laplace distribution with parameters
u = 0 and b = d

ε
to the frequency distribution, where d is

the dimensionality and ε is the privacy budget controlling the
strength of privacy protection. Since the noise scale added
to each frequency is independent of the true frequency, the
above method focuses on absolute error, rather than relative
error. Considering the latter is a more reasonable measure-
ment in real applications, Xiao et al. [?] propose iReduct to
optimize the relative error. In particular, they firstly publish a
rough version of frequency distribution with a small part of ε,
then iteratively refine the rough version by picking up some
dimensions with higher relative error and re-publishing the
frequency distribution on these dimensions with some bud-
gets. Although iReduct provides the estimation with reduced
relative error, it cannot be employed to solve the problem un-
der LDP. The main reason is that it is not an effective way
in the LDP setting to split privacy budget into multiple parts,
each of which is used to publish a part of information from
one user. So the iterative framework of iReduct involving
privacy budget split can not work well in the LDP setting.
Besides, iReduct has another limitation that the same priva-
cy budget has to be paid to refine the frequency estimation
for each picking up dimension. However, it is undoubted-
ly that even if the dimensions are all picked up as the ones
with high relative error, privacy budget needs to be allocat-
ed based the value of relative error of each dimension. To
solve the above problem, this paper proposes a framework
with relative error optimization to iteratively construct us-
er allocation strategy for each dimension, in which one us-
er just publishes her value one time with all privacy budget
and the allocation strategy is adaptive to the change of rela-
tive error. In addition, a number of recent works study the
synthesis of high-dimensional datasets with CDP. They first-
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ly choose some low-dimensional marginals either based on
one optimization problem [?] or based on Bayes network [?]
and Markov Random Fields [?], then generate the synthetic
datasets based on the chosen marginals. With the synthet-
ic datasets, we can deal with any analysis task without pos-
ing privacy, including the frequency distribution estimation.
However, none of these works takes the relative error opti-
mization into consider, leading to inferior utility.

Frequency distribution publication under LDP. Many
representative efforts have been devoted to designing LDP-
based protocols for frequency estimation. OUE [?], OLH [?]
and Random Matrix Projection [?], which rely on techniques
like hashing and Hadamard transform for good utility, are
proposed to collect information from users to derive the fre-
quency distribution estimation on one dimension. They are
often used as the basis components of some complex LDP
algorithms. Besides, for the multidimensional problem under
LDP, LoPub [?] is proposed to synthesize an LDP-compliant
multidimensional dataset. To randomize the transformed us-
er information, a bit string, LoPub splits the privacy budget
into several parts, each of which is used to randomize one
bit. However, the following works [?,?,?,?] validate that the
privacy budget split is not an effective way for multidimen-
sional data publication. They adopt PAD [?,?,?] to tackle this
problem, which splits users into d disjoint groups and uses a
group of users to compute the frequency distribution on one
dimension. PrivTrie [?] and PEM [?] also adopt the idea that
one user is just involved in information collection one time.
In addition, Zhang et al. [?] propose the technique Calm to
publish any k-way marginal under LDP, which privately pub-
lishes m l-way marginals as a synopsis for k-way marginal-
s. Although the above methods can be used to publish the
frequency distribution estimation on multidimensional data,
they all focus on the absolute error optimization. Besides,
there are also some works [?, ?] for optimizing the result ac-
curacy measured by absolute error for the range queries on
the multidimensional data, which are orthogonal to our work.

3 Preliminaries

Section 3.1 provides preliminaries on local differential priva-
cy (LDP), as well as the frequently used LDP protocol for
collecting data. And Section 3.2 describes the problem that
this paper focuses on.

3.1 Local Differential Privacy

In the problem setting, an untrusted curator collects data from
a number of (say, n) individual users, each of which possesses
a data record with sensitive information, and then computes
statistics based on the collected data. To protect private infor-
mation from being posed, each user needs to perturb her own
data with the guarantee of LDP model before sending. The
LDP model is defined in the following.

Definition 1. (ε-Local Differential Privacy). A randomized
algorithm f satisfies ε-local differential privacy, if and only
if for any output ỹ of f and any two input tuples y and y′, we
have

Pr[ f (y) = ỹ] ≤ eε · Pr[ f (y′) = ỹ] (1)

In the above definition, ε is called the privacy budget,
which controls the strength of privacy protection. A small-
er ε leads to stricter privacy protection, and vice versa.

An important property of LDP is the parallel composition
rule, which can be used to analyze the privacy guarantee of
the complex task consisting of multiple LDP queries. The
following lemma shows the rule.

Lemma 1. (Parallel Composition [?]). Given a ran-
domized algorithm A consisting of sub-procedures
{A1, ...,Ai, ...,Am}, if every sub-procedure Ai applies
one ε-LDP mechanism to the disjoint users, then A satisfies
ε-LDP.

Besides, any post-processing operation on the output of
a publication algorithm under ε-LDP does not destroy pri-
vacy further, i.e., the publication algorithm with the post-
processing operation satisfies ε-LDP.

In the LDP model, each user needs to use LDP protocols
to perturb her data under the constraint described in Eqn. ??.
Due to the high accuracy of the perturbed result and succinct
perturbation procedure, OUE [?], as the representative LD-
P protocol, has been adopted frequently as the perturbation
component. We introduce it in the following.

LDP Protocol-OUE. Suppose that there are n individ-
ual users and each user has one value from domain D =

{1, 2, ..., d}. And the curator aims to estimate the frequency
distribution on D. In particular, on the user side, each user
ui encodes her data vi as one vector yi with size d, in which
just the (vi − 1)th bit is set as 1 and others are set as 0. Then
she perturbs the bit in yi one by one to get a noisy version
y∗i of yi. Specifically, for the ( j + 1)th bit, if yi[ j] is equal
to 1, ui perturbs yi[ j] as 1 with probability p = 0.5 and 0
with probability 1− p. If yi[ j] is 0, ui perturbs yi[ j] as 1 with
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probability q = 1
eε+1 and 0 with probability 1 − q. Once the

curator receives all perturbed data from users, she computes
the final statistical result

∑n
i=1 y∗i [ j]−n·q

n(p−q) as the frequency estima-
tion of value j + 1 (0 ≤ j ≤ d− 1), whose absolute error scale

is
√

q(1−q)
√

n(p−q) .

Algorithm 1 Optimized Unary Encoding
Input: y ∈ {0, 1}, privacy budget ε.
Output: ỹ ∈ {0, 1}.

1: p1=0.5, p2 = 1
eε+1 ;

2: if y = 1 then
3: p = p1;
4: else
5: p = p2;
6: end if
7: Sample a Bernoulli variable ỹi that equals 1 with p prob-

ability;
8: return ỹi.

3.2 Problem Definition

This paper focuses on the classical problem of collecting mul-
tidimensional categorical data involving sensitive informa-
tion to derive frequency distribution estimation. Specifical-
ly, there are n individual users. Each user ui’s private data
is represented by a tuple ti, which contains d categorical at-
tributes A1, ..., Ad. And ti j denotes the value of A j. Let C j

indicate the domain of A j(1 ≤ j ≤ d), i.e., ti j ∈ C j and C jm

denote the mth value in C j. Without loss of generality, we
assume attribute A j with |C j| distinct values has a discrete
domain {1, 2, ..., |C j|}. Then based on the users’ data, we can
use F jm =

∑n
i=1 l(ti j=m)

n to compute the frequency that value m
on attribute A j appears in the users’ data, where l() is an indi-
cator function. In this way, the frequency distribution on the
multidimensional data can be derived by computing the fre-
quency for any value m ∈ C j on any attribute A j(1 ≤ j ≤ d).

Since the data on the user side is sensitive in our problem
setting, we design the LDP mechanisms to collect the data
from users. The goal of our design is to maximize the util-
ity of frequency distribution estimation computed from the
collected noisy data, while satisfying LDP. We measure the
utility of derived estimation by relative error, which is de-
fined as below. A smaller relative error means a better result
utility.

Definition 2. (Relative Error). Let F be the true frequency
distribution and F∗ be the noisy frequency distribution es-
timation, where F jm (F∗jm) be the true (noisy) frequency of
value m on attribute A j. If F∗ is regarded as the estimation of

F, the relative error with sanity bound δ is

1
d

d∑
j=1

1
|Ci|

|Ci |∑
m=1

|F∗jm − F jm|

max(F jm, δ)
. (2)

where δ is a user-specified constant and can mitigate the
effect of extremely small frequency on overall relative error.
For the noisy distribution given in Fig. ??(a), we can compute
its relative error with δ = 0 as follows: |51−55|/51+|49−45|/49

2×2

+
|57−53|/57

2×6 +
|18−13|/18+|13−18|/13+|6−10|/6+|5−1|/5+|1−6|/1

2×6 = 0.64.
The relative error for the distribution in Fig. ??(b) is 0.33,
which can be computed in a similar way.

For comparison with relative error, we also show the def-
inition of absolute error as follows.

Definition 3. (Absolute Error). Let F be the true frequency
distribution and F∗ be the noisy frequency distribution es-
timation, where F jm (F∗jm) be the true (noisy) frequency of
value m on attribute A j. If F∗ is regarded as the estimation of
F, the absolute error is

1
d

d∑
j=1

1
|Ci|

|Ci |∑
m=1

|F∗jm − F jm|. (3)

For the noisy distribution given in Fig. ??(a), we can com-
pute its absolute error as follows: |51−55|+|49−45|

2×2×100 +
|57−53|

2×6×100 +
|18−13|+|13−18|

2×6×100 +
|6−10|+|5−1|+|1−6|

2×6×100 = 0.0425. The absolute error
for the distribution in Fig. ??(b) is also 0.0425, which can be
computed in a similar way.

4 User Allocation Strategy

In the LDP setting, to improve the accuracy of frequency esti-
mation on multidimensional data, a widespread adopted way
is to let a user involve the frequency computation for only
one dimension or attribute, which incurs that the absolute er-
ror in each frequency is inversely proportional to x, where x
is the number of users fed up to one dimension. As a result
of that, allocating more users into the dimensions with small
frequencies contributes to reducing the relative error. How-
ever, the available users for all dimensions are finite. So it
is important to make user allocation strategy which splits the
available users into d disjoint groups and each is fed up to
one dimension, with the goal of minimizing the overall rela-
tive error.

Since the relative error is sensitive to the true value, our ba-
sic idea for relative error optimization is depending on the pri-
ori frequency distribution of true one to make the user alloca-
tion strategy, so that the dimensions with extremely small true
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Fig. 2 An example for illustrating the improvement on result utility brought by UAS.

frequencies have more users, and hence less noise is added.
In the following, to elaborate the key idea of our proposal
User Allocation Strategy (UAS), we take the true frequency
distribution as the priori knowledge temporarily, which incurs
privacy leakage risk. Later, Section ?? will show one way to
learn the priori distribution under LDP.

Now we describe the user allocation problem for rela-
tive error optimization in UAS as an optimization problem
in the following. Given d attributes {A1, A2, ..., Ad} and true
frequency distribution F on all the attributes, we aim to s-
plit n users into d disjoint groups and the users in group gi

(1 ≤ i ≤ d) are involved in computing the frequency estima-
tion F∗i on Ai, so that the relative error of F∗ is minimized.
Suppose the LDP protocol OUE is adopted to collect the data
from users, then the absolute error scale in frequency for the

value in Ai is
√

q(1−q)
|gi |(p−q)2 , where p and q are the parameters of

OUE. Then the expected overall relative error on all attributes
can be written as :

E(g1, g2, ..., gd) =
1
d

d∑
i=1

1
|Ai|

|Ai |∑
j=1

√
q(1 − q)√

|gi|(p − q)2 max(δ, Fi j)
.

Based on the above equation, we have

E(g1, g2, ..., gd) ∝
d∑

i=1

1
|Ai|

|Ai |∑
j=1

1√
|gi|max(δ, Fi j)

.

We aim to derive the number of users in each group g1, g2,
...., gd, such that

d∑
i=1

1
|Ai|

|Ai |∑
j=1

1√
|gi|max(δ, Fi j)

is minimized subject to the constraint that
∑d

i=1 |gi| = n.

We can use the Lagrange multiplier method to derive the
values of |g1|, |g2|, ..., and |gd |, where |gi| is equal to

|gi| = n ·

(
1/|Ai|

∑|Ai |

j=1
1

max(δ,Fi j)

)2/3

∑d
i=1

(
1/|Ai|

∑|Ai |

j=1
1

max(δ,Fi j)

)2/3 (4)

Then we can choose |gi| users from the user set random-
ly, which are fed up to the attribute Ai. Fig. ?? presents an
example of our proposal UAS on three attributes. It is ob-
served that attribute A1 is with a skewed frequency distribu-
tion, in which only 3.33% of users possess value “1". Based
on the true distribution on all dimensions including A1, A2

and A3, we invoke UAS to derive the groups with |g1| =
95n
100 ,

|g2| = n
100 and |g3| = 4n

100 . Obviously, more users are allo-
cated to Attribute A1, which leads to reduced relative error.
With this example, compared with the even allocation strate-
gy that allocating the same number of users to participate the
frequency computation of each dimension, UAS can reduce
the relative error from 0.27 to 0.18.

Although UAS performs well on boosting the accuracy on
the relative error, it is true data-sensitive method due to the al-
location depending on the true frequency, which incurs priva-
cy leakage. In the next section, we will explore the technique
to derive the LDP-compliant distribution estimation with high
accuracy, which is involved in making the user allocation s-
trategy.
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5 Iterative Framework for Relative Error Op-
timization

This section proposes an LDP-compliant iterative framework
iterUA to construct the user allocation strategy between di-
mensions and users with the objective of optimizing the rel-
ative error of derived frequency distribution estimation. In
the following, Section 5.1 presents the simple yet effective
framework, iterUA, which refines the noisy estimation of fre-
quency distribution and allocates the users to dimensions it-
eratively. Section 5.2 further optimizes UAS by considering
the feature of iterUA.

5.1 The Framework of IterUA

IterUA includes two phases: one is to use αn users to derive
a rough estimation F∗ of true frequency distribution, and the
other one is to combine the UAS module to refine F∗ by col-
lecting information from the remaining (1 − α) · n users. In
the following, we elaborate the two phases in detail.

In the first phase, the key idea is to generate a noisy esti-
mation F∗ of F as the input of the UAS module so that the
allocation strategy from UAS is not sensitive to the true fre-
quency. In particular, as shown in Algorithm ??, αn users
are split into d disjoint parts, in which each part is associated
with one dimension and has the same number of users. Then
the frequency distribution estimation F∗i on the ith dimension
can be derived by invoking the basic LDP protocol OUE to
collect information from the associated group of users.

In the second phase, we use the UAS module to allocate
the users to each dimension dynamically and iteratively by
optimizing the relative error of F∗. In particular, considering
that the first phase aims to derive a priori estimation of F,
rather than optimize the relative error, we should set the pa-
rameter α with a small number so that more users can be left
to the second phase for reducing the relative error. However,
that leads to large error in F∗, since the absolute error of F∗

is inversely proportional to the number of users contributing
information. As a result, with the rough estimation F∗ from
the first phase, the UAS module usually generates a user al-
location strategy mis-calibrating the relative error. It is a fact
that, on the one hand, we expect to use more users in the first
phase to make F∗ as accurate as possible; on the other hand,
we aim to leave more users to optimize the relative error in
the second phase.

Algorithm 2 Iterative User Allocation Algorithm
Input: the number of users n, the ratio of users used in the

first and second phases α, privacy budget ε, the number
of iterations τ, sanity bound δ.

Output: noisy frequency distribution estimation F∗.
1: Split n users into two disjoint parts, Ua and Ub, where
|Ua| is αn;
/∗ Phase 1 ∗/

2: Split the users in Ua into d disjoint groups with the same
size;

3: for each Attribute Ai ∈ {A1, A2, ...Ad} do
4: Apply OUE to collect information from the users in

the ith group to derive the frequency distribution esti-
mation F∗i on Ai using privacy budget ε;

5: end for
/∗ Phase 2 ∗/

6: ω∗1 =
dq(1−q)
|Ua |(p−q)2 , ω∗2 =

dq(1−q)
|Ua |(p−q)2 , ..., ω∗d =

dq(1−q)
|Ua |(p−q)2 ;

7: ω∆ =< 0, 0, ..., 0 >, b =
|Ub |

τ
;

8: for t ∈ [1, τ] do
9: Extract a batch of users U∆ with size b from Ub;

10: g1, g2, ..., gd = UAS(F∗, δ, U∆);
11: for Attribute Ai ∈ {A1, A2, ...Ad} do
12: Apply OUE to collect information from the users in

gi to derive the frequency distribution estimation F∆
i

on Ai using privacy budget ε;
13: ω∆

i =
q(1−q)
|gi |(p−q)2 ;

14: F∗i =
ω∆

i

ω∗i +ω∆
i

F∗i +
ω∗i

ω∗i +ω∆
i

F∆
i ;

15: ω∗i =
ω∗i ·ω

∆
i

ω∗i +ω∆
i
;

16: end for
17: Remove the users in U∆ from Ub;
18: end for
19: return F∗.

To strive a balance between the above two aspects, iterU-
A refines F∗ with a relative error-optimized frequency dis-
tribution estimation F∆ from a batch of users iteratively and
progressively. In particular, as shown in Algorithm ??, in
each iteration of iterUA, a batch of users U∆ and the available
frequency distribution estimation F∗ are fed up to the UAS
module, which outputs a user allocation strategy for U∆ with
relative error optimization. Following that, we apply OUE
to collect the information from the different groups of users
to derive the frequency distribution estimation F∆ on differ-
ent dimensions. Then F∆ is used to refine F∗, by using the
weight average technique [?] which is an effective way to im-
prove result accuracy by combining multiple versions of es-
timations. Specifically, let ω∗i (ω∆

i ) denote the error variance

of F∗i (F∆
i ). We use ω∆

i

ω∗i +ω∆
i

F∗i +
ω∗i

ω∗i +ω∆
i

F∆
i as the more accu-

rate estimation of Fi to update F∗i . Then the error variance in

the updated F∗i is ω∗i ω
∆
i

ω∗i +ω∆
i
. Up to now, one step of iteration is
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Invoke UAS to allocate
a batch of users

True Distribution

First Phase

Noisy Distribution F* Noisy Distribution FΔ Refined Distribution F*

Collect information from

1n
3

1n
3

1n
3

6
3b

6
b

6
2b

3 groups of disjoint users

Collect information from
a batch of users

Refine F*

Update F* to guide the user allocation in the next iteration

Second Phase

RE: 0.27 RE: 0.22 RE: 0.18

Fig. 3 An example for illustrating the process of iterUA.

finished with outputting a more accurate F∗ than the version
in the beginning of this step, which can lead to better opti-
mization on the relative error in the UAS module. With the
processing of iterations, since the number of users participat-
ing in frequency computation increases, the accuracy of F∗

should be improved gradually. Further, each batch of user-
s are allocated reasonably based on F∗, leading to reduced
relative error.

Fig. ?? shows a simple example of the iterative frame-
work for the frequency distribution estimation on attributes
{A1, A2, A3}, where n1 is the number of users involved in the
first phase. Firstly, iterUA allocates n1

3 users to each dimen-
sion and each user sends the OUE-perturbed data on the cor-
responding attribute to the curator. Then the latter derives
the rough estimation of frequency distribution F∗. It is ob-
served that the distributions on Attributes A1 and A3 are more
skewed with smaller frequencies than that on A2. So UAS al-
locates b users appropriately according to the noisy frequency
distribution, i.e., 3b

6 users for A1, b
6 users for A2, and 2b

6 user-
s for A3, where b is the size of one batch. Obviously, the
attributes with skewed distributions are allocated more users
to. That is significantly important to reduce the relative er-
ror. After the allocation is completed, each user still invokes
OUE to perturb her data on the corresponding attribute and
the curator derives an estimation F∆. F∆ is adopted to refine
F∗ in a weight average way. Following that, a more accurate
estimation F∗ is regarded as the input of the UAS module
in the next iteration, which contributes to achieving a better
allocation strategy for the relative error optimization.

Lemma 2. The iterative framework iterUA satisfies ε-local
differential privacy.

Proof. IterUA splits users into two parts, each of which is
fed up to the first phase and second phase respectively. Based
on the property of differential privacy, parallel composition,
iterUA satisfies ε-LDP if and only if both of the two phases
satisfy ε-LDP. Now we show the proofs of LDP guarantee for
the two phases. In the first phase, each user invokes OUE to
publish her value on only a dimension under ε-LDP. The sim-
ple application of OUE makes the first phase satisfy ε-LDP.
On the other hand, the second phase is an iterative process,
in which each iteration invokes the UAS module to split a
batch of users U∆ into d disjoint groups and derives a fre-
quency distribution estimation F∆ based on the users in the d
disjoint groups to update F∗. The UAS module just takes an
ε-LDP compliant noisy frequency distribution estimation F∗

and the size of U∆ as input, and both are not sensitive infor-
mation. So the UAS module does not consume extra privacy
budget. To derive F∆, each user just invokes OUE to pub-
lish her data on one dimension under ε-LDP. As a result of
that, the process of deriving F∆ satisfies ε-LDP. Besides, the
weight average technique does not consume privacy budget,
since it deals with two ε-LDP compliant estimations. In con-
clusion, the iteration satisfies ε-LDP. In addition, as different
iterations in the second phase collect information from dis-
joint users to compute F∆s, the second phase satisfies ε-LDP
due to the parallel composition property. Hence, this lemma
is proved. �
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5.2 IterUA with Optimized User Allocation Strategy

Recall that iterUA is an iterative framework, in which each
iteration invokes UAS to derive the allocation strategy for a
batch of users U∆ to minimize the relative error of the fre-
quency distribution estimation F∆ computed from U∆. How-
ever, the goal of iterUA is to output an estimation F∗ with
reduced relative error as the final result, which is achieved by
a weight average technique based on F∆ and a previous ver-
sion of F∗. So in iterUA, it is more reasonable to construct a
user allocation strategy to minimize the relative error of F∗,
rather than F∆. Since F∗ depends on not only the values of
the users in the current iteration but also the information from
the previous iterations, it leaves some space of the optimiza-
tion for the UAS module.

We propose optimized user allocation strategy (OUAS) by
combining the feature of iterUA, which constructs a user al-
location strategy to minimize the relative error of the output
F∗ from each iteration . Now we can describe the user alloca-
tion problem in the tth iteration of iterUA as follows. Given
d attributes {A1, A2, ..., Ad} and a rough frequency distribu-
tion estimation F∗ on all attributes, OUAS aims to split the
users in U∆ into d disjoint groups and the users in group gti

(1 ≤ i ≤ d) are involved in computing the frequency estima-
tion F∆

i on Ai, so that the relative error in the updated version
F∗ is minimized, where F∗ is equal to the weight average of
F∆ and the rough estimation F∗ (Line 14 in Alg. ??). Since
the error variance in the frequency of each value in the up-
dated F∗i is ω∆

i ω
∗
i

ω∆
i +ω∗i

, the expected overall relative error on all
attributes after the tth iteration can be written as:

E(gt1, gt2, ..., gtd) =
1
d

d∑
i=1

1
|Ai|

|Ai |∑
j=1

√
ω∆

i ω
∗
i√

ω∆
i + ω∗i max(δ, F∗i j)

.

(5)

Since the LDP protocol OUE is adopted to collect data
from users, the error variance ω∆

i of each frequency in F∆
i is

q(1−q)
|gti |(p−q)2 . As for the error variance ω∗i in the rough version

of F∗i , it is equal to q(1−q)
(p−q)2(

∑t−1
k=1 |gki |+αn/d)

, where |gki| denotes the
number of users involved in computing the frequency distri-
bution on Ai in the kth iteration. By taking the two variances
into Eqn. ??, we have

E(gt1, gt2, ..., gtd)

=
1
d

d∑
i=1

1
|Ai|

|Ai |∑
j=1

√
q(1 − q)√

(αn
d +

∑t
k=1 |gki|)(p − q)2 max(δ, F∗i j)

∝

d∑
i=1

1
|Ai|

|Ai |∑
j=1

1√
(
∑t−1

k=1 |gki| +
αn
d ) + gti max(δ, F∗i j)

(6)

In Eqn. ??,
∑t−1

k=1 |gki| is a constant, since the user allocation
strategies of the previous t − 1 iterations have already been
available when at the tth iteration. We can derive the number
of users in each group gt1, gt2, ..., gtd, such that

d∑
i=1

1
|Ai|

|Ai |∑
j=1

1√
(
∑t−1

k=1 |gki| + αn/d) + |gti|max(δ, F∗i j)

is minimized subject to the constraint that

d∑
i=1

|gti| = |U∆|.

Similar to UAS, we can use the Lagrange multiplier
method to derive the values of |gt1|, |gt2|, ..., and |gtd |, where
|gti| is equal to

(αn + |U∆|t)
(
1/|Ai|

∑|Ai |

j=1
1

max(δ,F∗i j)

)2/3

∑d
k=1

(
1/|Ai|

∑|Ak |

j=1
1

max(δ,F∗k j)

)2/3 −
αn
d
−

t−1∑
k=1

|gki| (7)

Then we can choose |gti| users from the user set U∆ ran-
domly as the users in gti, which are fed up to the attribute
Ai.

The OUAS module can be embedded in iterUA with s-
light modifications on Algorithm ??. In particular, we need
to use d variables to record the number of users having been
involved in computing frequency distributions on d attributes
respectively. The value αn + |U∆|t in Eqn. ?? is equal to U∆

plus the sum of these variables. And the value αn
d +

∑t−1
k=1 gki

for Attribute Ai is equal to the variable for Ai. Then with these
variables, we can derive the user allocation strategy with min-
imizing the relative error in F∗.

Note that although OUAS seems like so complex, it is pri-
vacy free. This is because the user allocation strategies in the
first t − 1 iterations and the rough frequency distribution esti-
mation F∗, which are used to compute |gti| in Eqn. ??, are not
sensitive information.
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6 Experiments

We have implemented the proposed methods and evaluated
them using two pubic datasets extracted from the Integrat-
ed Public Use Microdata Series [?], termed as BR and MX,
which contain census records from Brazil and Mexico, re-
spectively. BR contains about 4M tuples and 10 categorical
attributes; MX contains about 4M records and 14 categorical
attributes. We compare our proposals iterUA involving UAS
(iterUA+UAS) and iterUA involving OUAS (iterUA+OUAS)
with two methods on the measurement MRE (δ = 2×10−4n):
(i) AU [?, ?]: Since no existing solution is devoted to opti-
mizing relative error for frequency estimation under LDP, we
take the state-of-the-art technique UA for optimizing abso-
lute error as the baseline. It splits users into d disjoint parts,
each of which is involved in computing the frequency estima-
tion on a dimension. And the recently proposed works [?, ?]
for range queries also adopt the user split technique to col-
lect multiple values; (ii) TTP: it is designed to show the up-
per bound of the optimization on relative error which we can
achieve. In particular, we use αn users to compute F∗ in the
non-private setting, and then invoke UAS to derive the us-
er allocation strategy for the remaining (1 − α)n users with
F∗ as input. Finally, we estimate the frequency distribution
based the derived allocation strategy as the result under LD-
P. Note that TTP does not satisfy LDP due to collecting true
data from αn users directly. In all experiments, we report
average results over 20 runs.

6.1 Impacts of α and τ

Recall that iterUA has one internal parameter: the ratio α of
users involved in the first phase and second phase. To evalu-
ate the impact of α, we examine the performance of iterUA in
the frequency distribution estimation with varied α but fixed
iteration counter (τ = 1) and privacy budget (ε = 1). Fig.
4 illustrates the results. Observe that the MRE of the fre-
quency estimation tends to be higher when α is very small
or very large. This is consistent with our analysis in Section
5.1 that (i) small α leads to very noisy frequency distribution
estimation F∗, which makes the UAS module output a user
allocation strategy mis-calibrating the relative error, and (i-
i)large α makes the number of users involved in optimizing
relative error decrease in the second phase, leading to smaller
optimization space and inferior results. Based on Fig. 4, we
infer that an appropriate value for α should be in the range
of [0.2, 0.4]. Without loss of generality, for all subsequent

experiments, we set α = 0.3.

(a) BR (b) MX

Fig. 4 Impact of α

The other important parameter in iterUA is the number of
iterations τ in the second phase, which decides the batch size
in the iteration process. Fig. 5 evaluates its impact by vary-
ing τ while privacy budget ε is fixed as 1. With the increase
of τ, the MRE displays the tendency declining at the begin-
ning and rising up later. That is because a smaller number
τ leaves fewer opportunities to remedy the negative impact
on relative error. Such impact is caused by an unreasonable
user allocation generated from the mis-calibrated F∗. On the
other hand, when τ becomes large, the number of users in-
volved in each iteration is reduced, resulting in inaccurate or
even meaningless frequency distribution estimation F∆. In
Fig. 5, it is observed that an appropriate value for τ should be
in the range of [30, 40]. For all subsequent experiments, we
set τ = 40 when ε = 1. According to Ref. [?], the number
of iterations under different privacy budgets should be pro-
portional to ε2. In this way, by determining the number of
iterations when ε = 1, we can easily derive the reasonable
value of τ for other privacy budget.

(a) BR (b) MX

Fig. 5 Impact of τ

6.2 Results on 1-way marginals

We compares proposals iterUA+UAS and iterUA+OUAS
with the AU and TTP approaches on 1-way marginals over
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the BR and MX datasets. The 1-way marginals publication is
consistent with the frequency distribution estimation on mul-
tidimensional data this paper focuses on. To distinguish the
publication task in the next section, we use the term 1-way
marginals in the experiment part. Fig. 6 plots the MRE re-
sults on 1-way marginals as a function of the privacy budget
ε. Overall, the proposed solutions consistently and signif-
icantly outperform the existing method AU. Notably, when
ε is 1, the gap between iterUA and AU is about 0.2. The
good performance of iterUA is mainly due to the iterative us-
er allocation with the relative error optimization. In addition,
the MSE of iterUA+OUAS is noticeably better than that of
iterUA+UAS in all cases and close to the upper bound of the
relative error optimization which is described by the line of
TTP. This is because iterUA+OUAS adopts a more reason-
able user allocation strategy with relative error optimization,
which considers not only the information from the users in
the current iteration, but also that from the users in the pre-
vious iterations. Fig. 7 plots the MRE under ε = 1 as a
function of δ, the sanity bound of relative error. It is observed
that a larger δ contributes to reducing the relative error since
a larger denominator is adopted in Eqn. ?? when the frequen-
cy is small. Besides, Fig. 7 shows a similar phenomenon to
that in Fig. 6, i.e., iterUA including iterUA+UAS and iterU-
A+OUAS considerably outperforms AU and the performance
of iterUA+OUAS is better than that of iterUA+UAS.

(a) BR (b) MX

Fig. 6 1-way marginals on two datasets by varying ε

6.3 Results on 2-way Marginals

In the last set of experiments, we evaluate different methods
for 2-way marginals, which include the joint frequency dis-
tributions on any two attributes or dimensions. To derive the
distribution estimation on any two attributes, we regard each
combination of two attributes as one new dimension. In par-
ticular, if there exist d attributes in the dataset, C2

d new di-
mensions are generated. And given a new dimension from

(a) BR (b) MX

Fig. 7 1-way marginals on two datasets by varying δ

attributes Ai and A j, its domain is Ci ×C j, where “×" denotes
the operation of Cartesian product. Then the tuple from each
user is transformed into one new tuple with C2

d values. In this
way, we can invoke our methods or compared methods to deal
with the transformed data to derive the 2-way marginals.

Fig. 8 shows the MRE of each method on the two real
datasets. The results on 2-way marginals lead to similar con-
clusions with that on 1-way marginals. We then omit the ex-
planation for brevity. Note that the MRE for 2-way marginal-
s is considerably higher than that for 1-way marginals. The
main reason is that the transformed tuples for computing 2-
marginals have more dimensions, which makes fewer user-
s be allocated to each dimension, and hence, incurs larger
amount of noise in the results. Besides, the frequency of each
value in the new dimensions is much smaller than that in the
original dimensions, which also has a negative impact on the
result accuracy measured by relative error. Another observa-
tion is that the improvement of result accuracy with iterUA
on the MX dataset is much larger than that on the BR dataset.
This is because higher dimensionality on MX provides more
chances to optimize relative error for iterUA.

(a) BR (b) MX

Fig. 8 2-way marginals on two datasets by varying ε
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7 Conclusion

In this paper, an iterative framework iterUA is designed for
publishing frequency distribution with reduced relative error
on multidimensional data under LDP. In each iteration step,
the optimized user allocation strategy OUAS is invoked to re-
duce the relative error in the derived results, which takes the
information not only from the current iteration step but also
from the previous steps into consideration. The combination
of iterUA and OUAS dramatically improves the result accu-
racy measured by relative error, as verified over real datasets.
In the furture, we are going to investigate the problem of the
relative error optimization for mean estimation under LDP.
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